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Annotation
This course provides an introduction to the important sections of Discrete Mathematics.
Operations on sets, the algebra of sets, and its basic identities are considered.
For finite sets, based on the theorems of addition and multiplication, the properties of the main types of
samples are considered, such as: permutations, placement, combination, placement and combination with
repetitions, permutations with repetitions. A polynomial theorem is proved. The formula of inclusion and
exclusion is proved in the form generalized for counting the number of elements with exactly r properties.
The definition of a Boolean function is introduced, a tabular way of setting is discussed, and the concept of
essential and dummy variables is introduced. Representation of Boolean functions by formulas, equivalence
of formulas, basic identities of binary Boolean algebra are considered. A theorem on the (disjunctive)
expansion of a Boolean function in the first m variables is proved. Using the concept of a dual Boolean
function on the basis of the duality principle, a theorem on the (conjunctive) expansion of a Boolean function
in the first m variables is proved. We consider SDNF and SKNF of a Boolean function. The Zhegalkin
polynomials are introduced, the existence and uniqueness of the representation of an arbitrary Boolean
function by the canonical Zhegalkin polynomial is proved. Definitions of closed and complete systems of
Boolean functions are introduced, five Post classes are considered, their closedness and the Post completeness
theorem are proved. The main approaches to the analysis and synthesis of switching circuits are considered, as
well as the questions of minimizing Boolean functions in the DNF class.
Statements and operations on them, functions, formulas and basic identities of the algebra of logic are
considered.
The concept of a graph is introduced, methods of its assignment are discussed. The concepts of directed and
undirected graphs, isomorphism of graphs, subgraphs, paths, circuits, cycles, graph connectivity, Euler,
Hamiltonian, planar graphs are defined. For Euler graphs, an appropriate criterion and an algorithm for
constructing an Euler cycle are formulated. We consider weighted undirected and directed graphs, algorithms
of the "wave front" and Dijkstra for finding the shortest paths from the selected vertex of the graph to the rest.
The concepts of a tree and a spanning tree of a graph are introduced, and a "greedy" algorithm for
constructing a minimal spanning tree of a weighted undirected graph is considered.
For the introduced concept of a transport network, the full and maximum flows are determined, an algorithm
for constructing the complete and a method for constructing the maximum (based on the graph of increments)
flows are discussed. The concept of a cut of a transport network is introduced, a theorem on a minimal cut is
formulated.
Code definitions, alphabetic coding are introduced. The prefix code is considered, its one-to-one is proved.
The Kraft - Macmillan inequality is proved. For Fano and Huffman codes, algorithms for their construction
are discussed. The Hamming code and its method of using it for coding that can be corrected for at most one
error are considered. A geometric interpretation of self-correcting codes on the set of vertices of an
n-dimensional cube is considered.

1. Study objective

Purpose of the course
The purpose of the discipline "Discrete Mathematics" is to form:

- world outlook in thematic areas of natural science, associated with the study of the properties of finite
or infinite structures with discontinuous processes or the separability of their constituent elements;

- basic knowledge for further use in other areas of mathematics and disciplines of natural science
content;

- mathematical culture, research skills and the ability to understand, improve and apply in practice
modern mathematical apparatus.

Tasks of the course
- acquainting students with the main thematic areas of discrete mathematics and the formulation of
typical mathematical problems;
- the formation of students' basic knowledge and skills in the application of basic methods for solving
typical mathematical problems of discrete mathematics;
- the formation of a general mathematical culture, the ability to think logically, to prove the main
statements, to establish logical connections and analogies between concepts;
- the formation of skills and abilities to apply the acquired knowledge for independent problem solving
and analysis of the results.



2. List of the planned results of the course (training module), correlated with the planned results of the
mastering the educational program

Mastering the discipline is aimed at the formation of the following competencies:

Code and the name of the competence Competency indicators

UC-1 Search and identify, critically assess and
synthesize information, apply a systematic
approach to problem-solving

UC-1.1 Analyze problems, highlight the stages of their
solution, plan actions required to solve them

UC-1.2 Find, critically assess, and select information
required for the task in hand

UC-1.3 Consider various options for solving a problem,
assess the advantages and disadvantages of each option

UC-1.4 Make competent judgments and estimates supported
by logic and reasoning

UC-6 Use time-management skills, apply
principles of self-development and lifelong
learning

UC-6.2 Plan independent activities in professional
problem-solving; critically analyze the work performed; find
creative ways to use relevant experience for
self-development

3. List of the planned results of the course (training module)
As aresult of studying the course the student should:

know:

- operations on sets, basic identities of the algebra of sets;

- addition and multiplication theorems for finite sets;

- the main types of finite samples (permutations, placement, combination, placement and combination
with repetitions, permutation with repetitions) and expressions for counting their quantities;

- generalization of the formula for inclusion and exclusion for counting the number of elements with
exactly r properties;

- definition of a Boolean function, ways of specifying Boolean functions, elementary Boolean
functions of one and two variables;

- canonical types of a Boolean function (SDNF, SKNF, Zhegalkin polynomial), the duality principle;

- definitions of closed and complete systems of Boolean functions, Post's completeness theorem;

- a way to implement a Boolean function in the form of a switch circuit conductance function;

- operations on statements, basic identities of the algebra of statements;

- definitions of the main types of graphs (graph, multigraph, directed and undirected graphs), ways to
define them using matrices, definition of isomorphism and connectivity;

- the main types of subgraphs (paths, chains, cycles);

- definitions of Euler, Hamiltonian, semi-Hamiltonian, planar graphs;

- criteria for the Euler and planarity of graphs, an algorithm for constructing an Euler cycle;

- determination of a weighted graph, algorithms of the "wave front" and Dijkstra for finding the
shortest paths from the selected vertex of the graph to the rest;

- definitions of a “tree”, “forest”, “spanning tree” of a graph, a “greedy” algorithm for constructing a
minimal “spanning tree” of a weighted undirected graph;

- definition of the transport network, full and maximum flows, algorithms for their construction, the
theorem on the minimum cut;

- definitions of the code, alphabetical code, properties of one-to-one code;

- definition of the prefix code and the theorem on its one-to-one;

- Kraft - Macmillan inequality;

- algorithms for constructing Fano and Huffman codes;

- determination of a self-correcting code, its geometric interpretation on a unit n-dimensional cube,
estimates for the Gil lower bound and the Hamming upper bound;

- definition and properties of the Hamming code.

be able to:




- perform identical transformations according to the rules of set algebra;

- to use the main types of finite samples when solving the simplest combinatorial problems;

- apply the theorems of addition and multiplication for finite sets, generalization of the formula for
inclusion and exclusion;

- to reduce the Boolean function to canonical forms (SDNF, SKNF, Zhegalkin polynomial) using the
table and the method of algebraic transformations;

- to study the closedness and completeness of the systems of Boolean functions;

- to analyze and synthesize switching circuits, to minimize their conductance function in the DNF
class;

- perform identical transformations according to the rules of propositional algebra, establish the truth of
complex propositions;

- to specify the main types of graphs using matrices, to investigate the isomorphism of pairs of graphs;
- to apply the criteria of the Euler and planarity of the graphs, to construct the Euler cycle;

- investigate the graph for Hamiltonian and semi-Hamiltonian;

- find the shortest paths from the selected vertex of the weighted graph to the rest;

- find the minimum "spanning tree" of a weighted undirected graph;

- find the full flow in the transport network;

- compile a graph of increments for a flow in a transport network and find the maximum flow;

- find the minimum section of the transport network;

- apply the Craft - Macmillan inequality, build a "tree" of the prefix code;

- build "trees" for Fano and Huffman codes;

- using the Hamming code, encrypt, search for an error and correct it for information messages of
arbitrary length.

master:

- methods for solving combinatorial problems;

- methods for solving problems of graph theory, in particular:

- an algorithm for constructing an Euler cycle;

- algorithms of the "wave front" and Dijkstra of finding the shortest paths from the selected vertex of
the graph to the rest;

- a “greedy” algorithm for constructing a minimal “spanning tree” of a weighted undirected graph;

- the method of constructing a complete flow in the transport network;

- by the method of constructing the maximum flow in the transport network using the increment graph;
- methods for solving problems of coding theory, in particular:

- algorithms for constructing Fano and Huffman codes;

- the method of applying self-correcting codes.

4. Content of the course (training module), structured by topics (sections), indicating the number of
allocated academic hours and types of training sessions

4.1. The sections of the course (training module) and the complexity of the types of training sessions

Types of training sessions, including independent work

Ne Topic (section) of the course
. Laboratory Independent
Lectures Seminars .
practical work

1 Algebra of propositions. 2 2 14
2 An introduction to boolean functions. 6 6 16
3 Elements of combinatorics. 6 6 14
4 Elements of graph theory. 7 7 16
5 Elements of coding theory. 7 7 14
6 Elements of set theory. 2 2 16
AH in total 30 30 90
Exam preparation 30 AH.




Total complexity 180 AH., credits in total 4

4.2.

Content of the course (training module), structured by topics (sections)

Semester: 2 (Spring)

1. Algebra of propositions.
Statements and operations on them. Functions, formulas and basic identities of the algebra of logic.
2. An introduction to boolean functions.

Boolean functions: definition, tabular way of assigning, lexicographic order of listing all sets of
variables, elementary Boolean functions of one and two variables. Substantial and dummy variables.
Representation of Boolean functions by formulas. Equivalence of formulas, basic identities of binary
Boolean algebra. A theorem on the (disjunctive) expansion of a Boolean function in the first m
variables. SDNF of a nonzero Boolean function. Dual boolean function. Duality principle. A theorem
on the (conjunctive) expansion of a Boolean function in the first m variables. The SKNF is not
identically equal to one of the Boolean function. Zhegalkin polynomials. Existence and uniqueness
of the representation of an arbitrary Boolean function by the canonical Zhegalkin polynomial. Closed
and complete systems of Boolean functions. Five classes of Fasting. Post's completeness theorem.
Analysis and synthesis of switching circuits. Minimization of Boolean functions in the DNF class.

3. Elements of combinatorics.

Finite sets. Addition and multiplication theorems. Sampling, rearrangement, placement, combination.
Placements and combinations with reps. Permutations with repetitions, a polynomial theorem.
Inclusion and exclusion formula. Generalization of the inclusion and exclusion formula for counting
the number of elements with exactly r properties.

4. Elements of graph theory.

The concept of a graph, methods of assignment. Directed and undirected graphs. Graph
isomorphism. Subgraphs, paths, chains, cycles. Graph connectivity. Euler graphs: a criterion, an
algorithm for constructing an Euler cycle. Hamiltonian and semi-Hamiltonian graphs. Planar graphs,
planarity criterion. Weighted undirected and directed graphs. Algorithms of the "wave front" and
Dijkstra for finding the shortest paths from the selected vertex of the graph to the rest. Trees. The
spanning tree of the graph. A "greedy" algorithm for constructing the minimum spanning tree of a
weighted undirected graph. Transport networks. Full and maximum flows. Algorithm for
constructing a complete stream. Increment graph. Algorithm for constructing the maximum flow.
Transport network sections. Minimum cut theorem.

5. Elements of coding theory.

The code. Alphabetic coding. Prefix code, its one-to-one. Craft-Macmillan inequality. Fano and
Huffman codes, algorithms for their construction. Hamming code. Bug fix. Self-correcting codes.
Partitioning the set of vertices of an n-dimensional cube into balls.

6. Elements of set theory.

Sets, operations on sets. Euler - Venn diagrams. Algebra of sets. Basic identities of the algebra of
sets.

5. Description of the material and technical facilities that are necessary for the implementation of the
educational process of the course (training module)



Classroom equipped with a blackboard, multimedia projector, screen and microphone.

6. List of the main and additional literature, that is necessary for the course (training module)
mastering

Main literature

1. OcHOBBI KOMOWHATOPUKY U Teopuu uncen [Tekct] : cOopHUK 3aad : yuel. mocobue 11 By30B / A.
A. Tnmubnuyk [u ap.] .— Jonronpynuasiii : U3n. Jlom "Uaremnext", 2015 .— 104 c.

2. Kombunaropuka u Teopus BepositHocTei [Tekc] : [yde6. mocobue s By3oB] / A. M.
Paiiroponckuit .— Jlonronpynnsiii : Maremekt, 2013 .— 104 c. - bubnuorp.: c. 99. - 3000 3x3. - [SBN
978-5-91559-147-8 .— Ilonnsiii TexcT (Pexxum goctyna : nocryn u3 cetu MOTH).

Additional literature

1. Kombunaropuka u nadopmaruka [Texcr]. U. 1. KomOunaTopHsIii aHams : yue6. nocobue / B. K.
JleonTreB; Mock. ¢pus.- TexH. uH-T (roc. yu-1) — M : MOTU , 2015 .— 174 c. + pdf-Bepcusi. -
Bubmuorp.: c. 173. - 250 ok3. - ISBN 978-5-7417-0545-2. — TNonnsiit Teket (Joctym uz cetn MOTH).

7. List of web resources that are necessary for the course (training module) mastering

. http://lib.mipt.ru — snexkrponHas oubianoreka dusrexa.

. http://www.exponenta.ru — 00pazoBareIbHbII MATEMAaTHYECKUH CAMT.

. http://mathnet.ru — obmepoccuiicknii MaTeMaTU4eCKHid TOpTall.

. http://www.edu.ru — penepanbublii mopran «Poccuiickoe o6pazoBaHue».

. http://benran.ru —6ubnMoTeka Mo ecTeCTBEHHBIM HaykaMm Poccuiickoii akageMuu HayK.

. http://techlibrary.ru/books.htm — rexanueckas OnbIMOTEKA.

. https://studizba.com/files/show/djvu/1717-1-gorbatov-v-a--fundamental-nye-osnovy.html
. https://'www.bookvoed.ru/files/3515/10/67/97.pdf
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8. List of information technologies used for implementation of the educational process, including a list
of software and information reference systems (if necessary)

The lectures use multimedia technologies, including the demonstration of presentations.
To control and correct knowledge, students can use computer testing.

In the process of independent work of students, it is possible to use software such as Grin,
Mathematica, Scilab, etc

9. Guidelines for students to master the course

A student studying a course in discrete mathematics must, on the one hand, master the general
conceptual apparatus, and on the other hand, must learn to apply theoretical knowledge in practice.

Since in modern literature there are, as a rule, several variants of definitions of the concepts under
consideration (for example, a graph), when studying theoretical material, the student is recommended
to adhere to one main source - a course of lectures.

Successful mastering of the course requires independent student work. The course program contains
the minimum required time for a student to work on a topic.

Independent work should include:

- reading and taking notes of the recommended literature;

- study of educational material (based on lecture notes, educational and scientific literature);

- preparation of answers to questions intended for self-study;

- proof of individual statements, properties;

- solving problems offered to students in lectures and practical classes;

- preparation for practical training, semester test work, exam.

The student's independent work is guided and monitored in the form of individual consultations.

An indicator of mastery of the material is the ability to solve problems. To form the ability to apply
theoretical knowledge in practice, the student needs to solve as many problems as possible. When
solving problems, each action must be argued, referring to the known theoretical information.



When mastering the course of discrete mathematics, it is advisable to adhere to the following scheme:
study of the lecture material according to the synopsis on the same day when the lecture was listened to
(approximately 10-15 minutes); repetition of the material on the eve of the next lecture (approximately
10-15 minutes), working out educational material based on lecture notes, educational and scientific
literature, preparing answers to questions intended for self-study (approximately 1 hour a week),
preparing for a practical lesson, solving problems (approximately 1 hour). In preparation for practical
exercises, it is necessary to repeat the previously studied basic definitions, theorem formulations. At
the beginning of the lesson, as a rule, a short (approximately 10-15 minutes) survey is conducted on the
material of the past lessons in oral or written form.

It is important to achieve an understanding of the studied material, and not its mechanical

memorization. If you find it difficult to study certain topics, issues, you should seek advice from a
lecturer or teacher who conducts practical classes.
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1. Competencies formed during the process of studying the course

Code and the name of the competence Competency indicators

UC-1 Search and identify, critically assess and
synthesize information, apply a systematic
approach to problem-solving

UC-1.1 Analyze problems, highlight the stages of their
solution, plan actions required to solve them

UC-1.2 Find, critically assess, and select information
required for the task in hand

UC-1.3 Consider various options for solving a problem,
assess the advantages and disadvantages of each option

UC-1.4 Make competent judgments and estimates supported
by logic and reasoning

UC-6 Use time-management skills, apply
principles of self-development and lifelong
learning

UC-6.2 Plan independent activities in professional
problem-solving; critically analyze the work performed; find
creative ~ways to use relevant experience for
self-development

2. Competency assessment indicators

As a result of studying the course the student should:

Kknow:

- operations on sets, basic identities of the algebra of sets;

- addition and multiplication theorems for finite sets;

- the main types of finite samples (permutations, placement, combination, placement and combination
with repetitions, permutation with repetitions) and expressions for counting their quantities;

- generalization of the formula for inclusion and exclusion for counting the number of elements with
exactly r properties;

- definition of a Boolean function, ways of specifying Boolean functions, elementary Boolean
functions of one and two variables;

- canonical types of a Boolean function (SDNF, SKNF, Zhegalkin polynomial), the duality principle;

- definitions of closed and complete systems of Boolean functions, Post's completeness theorem;

- a way to implement a Boolean function in the form of a switch circuit conductance function;

- operations on statements, basic identities of the algebra of statements;

- definitions of the main types of graphs (graph, multigraph, directed and undirected graphs), ways to
define them using matrices, definition of isomorphism and connectivity;

- the main types of subgraphs (paths, chains, cycles);

- definitions of Euler, Hamiltonian, semi-Hamiltonian, planar graphs;

- criteria for the Euler and planarity of graphs, an algorithm for constructing an Euler cycle;

- determination of a weighted graph, algorithms of the "wave front" and Dijkstra for finding the
shortest paths from the selected vertex of the graph to the rest;

- definitions of a “tree”, “forest”, “spanning tree” of a graph, a “greedy” algorithm for constructing a
minimal “spanning tree” of a weighted undirected graph;

- definition of the transport network, full and maximum flows, algorithms for their construction, the
theorem on the minimum cut;

- definitions of the code, alphabetical code, properties of one-to-one code;

- definition of the prefix code and the theorem on its one-to-one;

- Kraft - Macmillan inequality;

- algorithms for constructing Fano and Huffman codes;

- determination of a self-correcting code, its geometric interpretation on a unit n-dimensional cube,
estimates for the Gil lower bound and the Hamming upper bound;

- definition and properties of the Hamming code.

be able to:




- perform identical transformations according to the rules of set algebra;
- to use the main types of finite samples when solving the simplest combinatorial problems;
- apply the theorems of addition and multiplication for finite sets, generalization of the formula for
inclusion and exclusion;
- to reduce the Boolean function to canonical forms (SDNF, SKNF, Zhegalkin polynomial) using the
table and the method of algebraic transformations;
- to study the closedness and completeness of the systems of Boolean functions;
- to analyze and synthesize switching circuits, to minimize their conductance function in the DNF
class;
- perform identical transformations according to the rules of propositional algebra, establish the truth of
complex propositions;
- to specify the main types of graphs using matrices, to investigate the isomorphism of pairs of graphs;
- to apply the criteria of the Euler and planarity of the graphs, to construct the Euler cycle;
- investigate the graph for Hamiltonian and semi-Hamiltonian;
- find the shortest paths from the selected vertex of the weighted graph to the rest;
- find the minimum "spanning tree" of a weighted undirected graph;
- find the full flow in the transport network;
- compile a graph of increments for a flow in a transport network and find the maximum flow;
- find the minimum section of the transport network;
- apply the Craft - Macmillan inequality, build a "tree" of the prefix code;
- build "trees" for Fano and Huffman codes;
- using the Hamming code, encrypt, search for an error and correct it for information messages of
arbitrary length.
master:
- methods for solving combinatorial problems;
- methods for solving problems of graph theory, in particular:
- an algorithm for constructing an Euler cycle;
- algorithms of the "wave front" and Dijkstra of finding the shortest paths from the selected vertex of
the graph to the rest;
- a “greedy” algorithm for constructing a minimal “spanning tree” of a weighted undirected graph;
- the method of constructing a complete flow in the transport network;
- by the method of constructing the maximum flow in the transport network using the increment graph;
- methods for solving problems of coding theory, in particular:
- algorithms for constructing Fano and Huffman codes;
- the method of applying self-correcting codes.

3. List of typical control tasks used to evaluate knowledge and skills

The current control is carried out on the basis of the fulfillment by students of a set of homework
assignments and tests in accordance with the curriculum. Data on attendance and current performance
are entered by teachers in special journals.

Current control based on homework is carried out during the academic semester within the timeframe
established by the Educational Department, in accordance with the curriculum.

To pass the assignment, the student is obliged to provide a solution to the homework problem in
writing, answer the teacher's questions and write a test on the assignment, which tests the knowledge of
concepts and statements on the topics of the assigned assignment and the ability to solve problems.

During the execution of the test work, you cannot use the help of other persons, computers and mobile
phones.

4. Evaluation criteria
Exam questions:

1. Give an example of a correspondence that has the following properties: a) surjective, not injective,
not a mapping; b) not surjective, injective, not a mapping; c) not surjective, not injective, mapping.

2. State the defining properties of correspondences inverse to injective and to surjective.

3. The correspondence is both injective and surjective. Is it necessarily a bijection?

4. Prove that the composition of mappings, injective correspondences, surjective correspondences and
bijections is a mapping, injective correspondence, surjective correspondence, bijection, respectively.



5. Show that in any infinite set there is a countable subset.
6. Prove that any subset of a countable set is at most countable.

Topics for coursework:
- Prove that the union of two countable sets is countable.

Ticket 1:
1. State the defining properties of correspondences inverse to injective and to surjective.
2. The correspondence is both injective and surjective. Is it necessarily a bijection?

Ticket 2:

1. Prove that the composition of mappings, injective correspondences, surjective correspondences and
bijections is a mapping, injective correspondence, surjective correspondence, and bijection,
respectively.

2. Show that any infinite set contains a countable subset.

- the mark "excellent (10)" is given to a student who has shown comprehensive, systematized, in-depth
knowledge of the curriculum of the discipline and the ability to confidently apply them in practice
when solving specific problems, free and correct justification of the decisions made

- the mark "excellent (9)" is given to a student who has shown comprehensive, systematized, in-depth
knowledge of the curriculum of the discipline and the ability to apply them in practice in solving
specific problems, free and correct justification of the decisions

- the mark "excellent (8)" is given to a student who has shown comprehensive systematized, deep
knowledge of the curriculum of the discipline and the ability to apply them in practice in solving
specific problems, and the correct justification of the decisions

- the mark "good (7)" is given to a student if he firmly knows the material, expresses it competently
and to the point, knows how to apply the acquired knowledge in practice, but makes some inaccuracies
in the answer or in solving problems;

- the mark "good (6)" is given to the student if he knows the material, presents it competently and in
essence, knows how to apply the knowledge gained in practice, but makes some inaccuracies in the
answer or in solving problems;

- the mark "good (5)" is given to the student if he knows the material, and essentially expounds it,
knows how to apply the knowledge gained in practice, but makes some inaccuracies in the answer or in
solving problems;

- the mark "satisfactory (4)" is given to a student who has shown a fragmented, scattered nature of
knowledge, insufficiently correct formulations of basic concepts, a violation of the logical sequence in
the presentation of the program material, but at the same time he owns the main sections of the
curriculum necessary for further education and can apply the obtained knowledge by model in a
standard situation;

- the mark "satisfactory (3)" is given to a student who has shown a fragmentary, scattered nature of
knowledge, insufficiently correct formulations of basic concepts, violation of the logical sequence in
the presentation of program material, but at the same time he has fragmentary knowledge of the main
sections of the curriculum necessary for further education and can apply the knowledge gained by the
model in a standard situation;

- the mark "unsatisfactory (2)" is given to a student who does not know most of the main content of the
curriculum of the discipline, makes gross mistakes in the formulation of the basic concepts of the
discipline and does not know how to use the knowledge gained in solving typical practical problems;



- grade "unsatisfactory (1)" is given to a student who does not know the formulations of the basic
concepts of the discipline.

5. Methodological materials defining the procedures for the assessment of knowledge, skills, abilities
and/or experience

During the exam, students can use the discipline program.



3. IlepeyeHb THIIOBBIX KOHTPOJIbHBIX 33/IaHUI, HCI0JIb3YeMBbIX LISl OLlEHKH 3HAHMIA,
YMeHHii, HABBIKOB

Jlisl OLIEHKH 3HAaHUH B KOHIIE CEMeCTpa MPOBOJUTCS CEMECTPOBasi KOHTPOJIbHAs paboTa
(TUTIOBOM BapHaHT — B IPUJIOKCHUU A).

IIpomexxyrouHas  arrectauus 1O  AUcCUUIUIMHE  «JlMCKpeTHas  MaremMarhka
oCyIecTBIsAeTCs B popMe 3K3aMeHa. DK3aMeH MPOBOIUTCS B YCTHOM (hopme.

ITpuMepbl KOHTPOJIBbHBIX BOIIPOCOB:

1. ChopmynupoBars ONpENCIICHUs ONEpaluid HajJ, MHOXKXECTBAMH, CBOMCTBA OIEpaIlHii,
OCHOBHBIE TOK/IECTBA AIT€Opbl MHOKECTB.

2. CopmynupoBaTh TEOPEMBI CIOKEHUS M YMHOKEHHUS JUII KOHEYHBIX MHOXKECTB.

3. [latb orpezneneHust OCHOBHBIX BHJIOB KOHEUYHBIX BBIOOPOK (IIEPECTAHOBKH, pa3MELIEHMs,
COYETaHHUS, Pa3MEILEHHUS U COUETaHMS C ITOBTOPEHUSAMH, IEPECTAHOBKU C MOBTOPEHUSMHU) U BBIPOKEHUS
JUTs TIOJICUETA UX KOJIMYECTB.

4. 3anucare 0000mmeHNe (OPMYITBI BKIFOYCHUS W HCKIFOYCHHUS IS TIOJCYeTa KOIMYeCTBa
IEMEHTOB, OOJIAAIOIIMX POBHO I' CBOMCTBAMML.

5. Hare onpenenenue OyneBoil (yHKIHH, CHOPMYITHMPOBATH CHOCOOBI 3amaHus OyIeBBIX
(yHKIMI, IEpeUnCIIUTh BCE AlIeMEHTapHbIe OyleBbl (DyHKIIMU OT OTHOM U JIBYX IIEPEMEHHBIX.

6. [are onpenenenus kaHoHmdeckux BUIOB OyieBoi ¢ynkimu (CAH®, CKH®, mommHOM
JKerankuna).

7. Ommucarb metoasl noctpoenust CJIAIH®, CKH®, nomnoma XKerankuna.

8. CdhopmynupoBars onpe/ereHre qBOMCTBEHHON (yHKIHH.

9. CchopmyrmupoBaTh PUHITHIT TBOHCTBEHHOCTH.

10. Jlats orpenesnienyst 3aMKHYTHIX M HOIHBIX CUCTEM OYJIEBBIX (DyHKLIHIA.

11. Chopmymposars Teopemy [locra o monsoTe.

12. Jlats onpenienienye GyHKIUHM TPOBOJUMOCTH MEPEKIIIOUATEIbHON CXEMBI.

13. Ommcarp cnoco6 peanm3aimy OyaeBoi (QyHKIMM B Buje (YHKIMH TPOBOAMMOCTH
HIOCJIE/I0BATENILHO-TIAPAILIENIbHOM MEPEKITI0YaTebHON CXEMB.

14. Jlatb orpeneneHus: COKpaIleHHOM, TyTMKOBOM 1 MuHuManbHou [ITH®D, onmcars mpouemxypy
MHUHUMU3aHK QyHKIMY B Kiacce [THO.

15. [Jate onpeneneHus: onepanui HaJ BbICKa3bIBAHUSIMHU, CBOMCTBA OINEpAIMi, OCHOBHBIC
TOX/IECTBA AJITeOPbI BHICKA3bIBAHUIH.

16. [late ompeneneHus OCHOBHBIX BUIOB TpadoB (rpad, Mmynsrurpad, OpHeHTUPOBAHHBIH
U HEOPHEHTUPOBAHHBIN rpadbl), OMHUCATh CIIOCOOBI UX 33JaHUS C MOMOIIBI0 MAaTPHUI] CMEXHOCTH
Y MHIUJIEHTHOCTH

17. [late onpenenenue nzomopdusma rpagos.

18. Jlatb omnpeneneHust OCHOBHBIX BUA0B MOArpadoB (IIyTH, LEMH, [IUKIIbI).

19. ChopmynunpoBarh ONpeaesieHUs] SUIepOBbIX, TAMUIBTOHOBBIX, MOTYTaMUJIBTOHOBBIX,
TJIaHapHBIX TpadoB.

20. ChopmyanpoBaTh KpUTEPUU SUIEPOBOCTH U IUIAHAPHOCTH IpadoB.

21. Onucarp anropuT™M NOCTPOCHUS SUIEPOBA IIUKJIA.

22. Jlatb ompenesieHHe B3BEIIEHHOro rpada, Omucarh ajaropuT™M «(ppoHTa BOJHBD)
HAXOXKJCHUSI KpaTYalIIuX MyTel OT BbIACIEHHOM BEPIINHBI rpada 10 OCTaJbHBIX.

23. Omnwucarb anroput™m JleHKcTpbl HaXOXKIAEHMs KpaT4allluX MYTEH OT BbIAEIECHHOU
BEpILUHBI rpada 10 0CTaIbHBIX.

24. Jlatb onpenieNieHHsl «IepeBay, «Iecay, «OCTOBHOTO JepeBay» rpada.

25. Omnucarp <«KaJHbI» AJITOPUTM MOCTPOEHUS MHHHMAJIBHOTO «OCTOBHOTO JEpPEBa»
B3BELIEHHOTO HEOPHEHTUPOBAHHOTO Tpada.

26. [late onpenienieHre TPAHCIOPTHOM CETH, TIOJTHOTO ¥ MAKCUMAJIBHOTO TTIOTOKOB B HEM.

27. Onucarb METO/IbI IOCTPOEHUS MIOJTHOTO M MAKCUMAJIBHOTO TIOTOKA B TPAHCIIOPTHON CETH.

28. Jlatb onpezeneHue paspesa 1 chopMyIipoBaTh TEOPEMY O MUHUMAJILHOM pa3pese.

29. Jlatb ompezaeneHus Koja, aja(paBUTHOTO KOJa, CBOMCTBAa B3aMMHOW OJHO3HAYHOCTHU

Koa.



30. CdopmynmupoBars omnpeneneHue MnpedukcHOro koma. JlomkeH M B3aMMHO
OJTHO3HAYHBIN an(haBUTHBIA KOJI 00S3aTEIbHO OBITH MPE(HUKCHBIM?

31. ChopmynupoBars HepaBeHCTBO Kpadra — MakMuiana.

32. Onwmcars aropuT™bl TocTpoeHus konoB Pano u XahdmeHa.

33. [latb ompeneneHre caMOKOPPEKTUPYIOIIETocs KOa, €r0 TeOMETPUUYECKYH0 MHTEPIIPETALHIO
Ha eMHUYHOM N-MEPHOM KyOe.

34. CcopmynupoBars MeTos mr(poBaHus, MOMCKA U UCTIPABICHHS OIIHOKH B KOIE XOMMIHTA.

[IpuMepbl KOHTPOJBHBIX 3a/IAHHI:

1. Uccnenosars HIOJIHOTY CUCTEMBI OyneBbIX byHKIMH

{(x+y)-(X+Y); x-y®z; (x-y)Iz; X-y+X-z+y-z}.
2. Jna Oymeoit  dymxumm (X, X%, X%, %X,)=X+(X,®X;)+X, wuccaenosars

IPUHAUIEKHOCTD K Kaxx1oMy U3 nartu kiaccos [locra Ty, T, S, L, M .

3. ©ynkumst f (X, X,,%;) 3amana crpokoit (0,0,0,1,1,0,0,0). Just dyrkumu (X, X,, X;)
HOCTPOUTHh KaHOHMUYeckuil MHOrowieH XKerankuna, CKH®, cokpalieHHyo 1 Bce MUHUMAaJbHbIE
JIH®D.

4. Iina 6ynesoit ¢ynxkumn T (X,Y,Z), 3amannoit crpoxoii (1,0,1,1,1,1,0,1), mocrpouTts

COKpAILIEHHYIO, BCE TYITUKOBbIE U MUHUMaIbHbIE JIHO.
5. IMocTtpouth TpedUKCHBIA KO ¢ MUHHUMAJIBHOW HM30BITOYHOCTHIO (Kox XaddmeHa) ¢

nomompto  angasura  {0;1,2;3} ams  nmepenaunm  neBSTHOYKBEHHBIX  COOOWICHHMET ¢

OTHOCHUTEJIbHBIMH 4YacToTaMu mosiBienust Oyks: 0,22; 0,20; 0,12; 0,11; 0,10; 0,09; 0,08; 0,06;
0,02.

JlanpHEHIIMEe TpUMEPhl KOHTPOJIBHBIX BOIIPOCOB M 3a/IaHWK TPHUBEACHBI B MPUIOKCHUN
b.

4. Kputepuu oneHUBaHHUS

Onenka «otanaHo (10)» BeicTaBiIsIeTCsl 00y4arOIIEeMycsl, €CIIM OH [T0Ka3ajl BCECTOPOHHHUE,
CHCTEMaTU3UpPOBaHHbIE, TIYOOKHE 3HAHHUS y4eOHOW WPOrpaMMbl JWCIHUIUIMHBI W YMEHHUE
YBEPEHHO MPUMEHATh HUX HAa MPAKTHKE MPH pPEIIeHWU KOHKPETHBIX 3aJlad, CBOOOJHOE U
MPaBIJILHOE 00O0CHOBAHUE MPUHSATHIX PEIICHUI;

OLIEHKa «OTINYHO (9)» BBICTaBIsAETCS 00y4aroleMycs, eclid OH I0Ka3ajl BCECTOPOHHUE,
CHCTEMaTU3UpPOBaHHBIE, TIYOOKHE 3HAHHUS Yy4eOHOW WPOTrpaMMBbl JWCIHHUILIMHBI W YMEHHUE
YBEPEHHO MPUMEHATh HMX Ha MPaKTHKE MPH PEIIeHWHd KOHKPETHBIX 3aJa4, CBOOOMHOE U
NpaBUIbHOE OOOCHOBAaHHME MPUHATHIX PEHICHWH, HO TPU ATOM OBUIM JOMYIIEHBI HEOOJbINNE
HETOYHOCTH, KOTOPBIE OBUIH CAMOCTOSITENILHO OOHAPYKEHBI U UCTIPABIICHBL;

OIICHKa «OTJIMYHO (8)» BBICTABIIAETCS OOy4YaIOIMIEeMYyCs, €CJTU OH ToKa3ajl BCECTOPOHHHUE,
CUCTEeMAaTU3UPOBAHHbBIE, TIIYOOKHE 3HaHUA Y4eOHON MporpamMmbl IUCHUIUIMHBI U yMEHUE
YBEPEHHO MPUMEHSATh WX HAa TPAKTHKE MPH PEIICHWHW KOHKPETHBIX 3aJiad, CBOOOIHOE U
MpaBUJIbHOE OOOCHOBaHHE MPHUHSITHIX PEIIEHUH, HO MPH ATOM ObUIM JOMYIIEHBI HEOOJIbIINe
HETOYHOCTH, KOTOPBIE TIOCTIE YKa3aHUs dK3aMeHaTopa ObUTM CaMOCTOSTENTFHO UCTIPABIICHBL;

oLieHKa «xopouIo (7)» BBICTaBIAETCS 00ydarolleMycsl, €I OH TBEPO 3HAeT Marepual,
IPaMOTHO U TIO CYIIECTBY M3JIaraeT ero, yMeeT IPUMEHSTh ITOJyYeHHbIC 3HaHUS Ha MIPAKTHUKE, HO
JOTTYCKaeT HETOYHOCTH B OTBETE WJIM JIeTaeT HECYNIECTBEHHbIE OMIMOKH MPH PEIICHUH 33]1a4;

OIIEHKa «XOpOIIO (6)» BBICTABISAETCS 00YyJarOIIEMYCsl, €CJIM OH TBEPJO 3HAET MaTepHua,
TPaMOTHO U TIO CYIIECTBY M3JIaraeT €ro, yMeeT MIPUMEHATh MOyuYeHHbIC 3HAHUSI Ha TIPAKTHKE, HO
JIOTTyCKaeT HeOobIINe OMMOKH B OTBETE U (WJIM) NP PELISHUN 3a]1ay;

OLIEHKa «XopouIo (5)» BBICTaBIAETCS 00ydaloLIeMycCsl, €CIM OH TBEPO 3HAET Marepual,
TPaMOTHO U TIO CYIIECTBY M3JIaraeT ero, yMeeT IPUMEHSTh MTOJTyYeHHbIC 3HaHUS Ha MTPAKTHKE, HO
OTBEYAET HEYBEPEHHO U (HJIN) IOMYCKAeT OLTUOKH MU PEIICHUH 33134,

OIICHKA «YIOBJICTBOPUTEITHHO (4)» BBICTABIACTCS OOy4YaOMEMYCs, ITOKa3aBIIEeMY
(dbparMeHTapHBIN, pa3pO3HEHHBIN XapakTep 3HAHUHM, HETOYHBbIE (OPMYITHPOBKUA OA30BBIX
MOHATHI, HApPYyIICHUs JIOTHYECKOW TOCTEeNOBATEIbHOCTH B H3JIOKCHUW TPOTPAMMHOTO
Marepuaia, €clid MPU OSTOM OH BIAJEeT OCHOBHBIMH pa3lielaMH Yy4eOHOH MpOoTrpamMMBbL,



HEOOXOIUMBIMU /7Sl JaJbHEUIIEr0 OOyueHHs] U MOXET HPUMEHSTHh IOJydeHHbIE 3HAHUS TI0
00pasity B CTaHIapTHOM CUTYaIlNH;

OLIEHKA «YIOBIETBOPUTENBbHO (3)» BBICTABIsIETCS OOy4aromeMycs, IOKa3aBIIEMy
(dparMeHTapHBI, pPa3pO3HEHHBIH XapakTep 3HAHWH, HETOYHBIE (OPMYITHPOBKH 0a30BBIX
NOHATUH, HapyUICHUs JIOTUYECKOW TMOCIEeNOBATEIbHOCTH B H3JIOKEHUU IMPOTPAMMHOIO
Marepuajia, He BIAJCIOIIEMYy HEKOTOPBIMHU paslellaMH y4eOHOH HpOorpaMMbl, HO YMEIOIIEMY
IPUMEHSTH MOTYyYSHHBIE 3HAHU 110 00pa3ily B CTAHJAPTHON CUTYaINH;

OLICHKA «HEYJOBJIETBOPHUTENBHO (2)» BBICTaBIIsCTCS 00yJaromeMycsi, KOTOphI He 3HAeT
OoJbIIeH YacTH OCHOBHOTO COJIEpKaHUsl yueOHOM MpOrpaMMBbl JUCHUIUIMHEL, IOMYyCKAaeT IpyobIe
ommOKH B (OPMYINPOBKAX OCHOBHBIX IOHSITHUH JUCHMIUIMHBL M HE yMEET HCIIOJIb30BATh
NOJTY4YEHHBIC 3HAHUS TP PELICHUN THIIOBBIX MPAKTUYECKUX 3a71ay;

OLICHKA «HEYIOBJIETBOPUTENbHO (1)» BBICTABIsIETCS OOydYaIOIIEMYCsl, ITOKa3aBIIEMY
MOJTHOE HE3HAHUE YUeOHOH MPOrpaMMBbl JUCHUTUINHBL.

5. MeTonnueckue MarepuaJibl, ONpenessiiOlue MpPouelypbl OLEHUBAHUS 3HAHMI,
YMeHH I, HABBIKOB M (WJIN) ONBITA AeATeJIbHOCTH

[Ippu mpoBemeHMM yCTHOTO 9K3aMeHa oOywaromemycsi mnpepocraBmsercs 1,5
ACTPOHOMHYECKHX Yaca_ Ha MOAroToBKy. Ompoc olydaromierocs mo OWieTy Ha JK3aMeHe He
AOJDKCH IMPEBLIIATH JIBYX ACTPOHOMHNYCCKUX YaCOB.

Bo Bpems mnpoBeaeHus »5Sk3amMeHa OOydYarolIMecss MOTYT IOJIb30BaThCsl  TOJIBKO
IIPOrpaMMOM TUCLMILIAHEI.




